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Abstract –  There is a great need to improve the classical inventory models so that they can address real-world 

problems more properly. The presence of multiple products and a variety of inventory items have complicated 

the inventory control process, so companies need to classify inventory items to reduce costs. On the other hand, 

the supplier selection problem is important, as there may be several suppliers with different options in the 

market. Also, several factors impact the demand for products and cause uncertainty for this parameter. This 

research develops a multi-product EPQ model that simultaneously classifies products, selects the best possible 

supplier for each group, and determines the replenishment policy under uncertainty in demand. To solve the 

proposed model, we present a simulation-optimization approach. This approach uses genetic and simulated 

annealing metaheuristic algorithms to solve the problem. Also, there is a simulation module that helps the 

algorithm to evaluate the fitness function. The parameters of algorithms are tuned by employing the Taguchi 

method. The results are analyzed for three categories of examples. Finally, the sensitivity of the objective 

function to the input parameters is also analyzed. We found that the system's total cost is highly sensitive to 

products unit holding cost. 

 

Keywords– Inventory Classification, Demand Uncertainty, Supplier Selection, Genetic Algorithm, Simulation 

Annealing Algorithm 
                

I. INTRODUCTION 

Over the past decades, many companies have taken inventory management seriously because of the need for more 

profit. Economic order quantity (EOQ) and economic production quantity (EPQ) models were developed several decades 

ago as two of the first basic models for inventory management by Harris (1990) and Taft (1918), respectively. Afterward, 

researchers tried to provide new concepts and tools to help managers properly control inventory. For example, the initial 

inventory models, such as EOQ and EPQ, assumed only one product inventory system. However, this assumption is 

invalid in many real-world situations, and several products may simultaneously be in an inventory system (Pasandideh et 

al., 2015a). In this situation, the determination of the replenishment policy of each product with ignoring the presence of 

other products does not guarantee a globally optimal solution. In other words, the optimal replenishment policy of 
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products impacts the whole system, and a joint replenishment policy should be determined to reduce the cost of the system 

as much as possible. The development of multi-product models was one of the important tools for addressing multi-

product inventory systems. In the mentioned multi-product inventory systems, the systems analysis reveals that the 

products are not equally important (Keshavarz-Ghorbani & Pasandideh, 2022). In fact, the performance of an inventory 

system is more impacted by some products. Considering the difference in the importance of products, the classification 

seems as critical as the determination of ordering policy. Therefore, classification techniques should be utilized to 

determine the degree of importance of each product in the system (Rezaei & Salimi, 2015). For this goal, researchers tried 

to develop different classification techniques for multi-product inventory systems in recent years. The ABC classification 

method is one of these techniques that has been the focus of many works in recent years (Razavi Hajiagha et al., 2021). 

On the other hand, one of the main factors of stability and survival in today's highly competitive environment is the 

reduction in product production costs  (Cheraghalikhani et al., 2019; Mokhtari & Hasani, 2017). Since the cost of raw 

materials and components of the product accounts for a large part of the product cost in most industries, proper supplier 

selection can significantly reduce production costs and increase an organization's competitiveness. One of the other 

drawbacks of basic EOQ and EPQ models is that they consider only one supplier for the system. However, several 

suppliers in the market may compete with each other by proposing different options for a particular product. In fact, the 

suppliers differ in several features, such as product price, supplying cost quality, etc. Consequently, the suppliers can 

significantly impact the inventory performance, and there should be proper attention to supplier selection policies for 

inventory systems. 

Finally, several factors may cause product demand uncertainty (Sadeghi et al., 2023b). Service level requirements, 

customer response time, the range of required products, price violation, etc., are some of these factors. More precisely, 

the demand for inventory systems is stochastic in a real-world setting (Sana, 2015), and considering demand uncertainty 

is another paradigm in the inventory systems literature that tries to consider and handle the uncertainty to improve the 

quality of the decision-making process. 

To the best of our knowledge, none of the previous papers studied these critical features of inventory systems in an 

integrated framework. This paper aims to address the gap in the literature by presenting an EPQ model for a manufacturing 

environment that deals with multiple suppliers and the classification of multiple products. To bring the problem into real-

world assumptions, the uncertainty in demand for products is also considered. In other words, the presented model can 

simultaneously classify inventory products, selects the proper supplier for each class, and determines the production 

policy for an EPQ inventory control system under uncertain conditions. We present a simulation-optimization solution 

methodology. A simulation approach is presented to deal with the demand uncertainty. Considering the dimension and 

nonlinearity of the problem, genetic algorithm (GA) and simulated annealing (SA) metaheuristic algorithms are employed 

to find proper solutions. 

The main components of the current study can be briefly expressed as follows: 

• Developing a multi-product EPQ model to determine inventory classification, supplier selection, and 

production replenishment policies. 

• Considering uncertainty in demand for products. 

• Using simulation to deal with uncertainty. 

• Designing and implementing GA and SA metaheuristics as a solution approach. 

• Using the Taguchi method for parameter tuning of algorithms. 

The rest of this article is organized as follows. In Section II, a review of the literature is provided. In Section III, the 

problem definition and mathematical modeling are presented. In Section IV, the solution approach is discussed. In Section 
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V, computational results and related analysis are presented. In Section VI, the paper is concluded, and some directions 

for future research are suggested. 

II. LITERATURE REVIEW 

In this section, we will review the relevant papers in the literature. As pointed out, Harris (1990) developed EOQ 100 

years ago. The authors tried to extend this model by considering several assumptions in the next year. The presence of 

defective items, withdrawal policies, trade credits, environmental concerns, pricing concerns, transportation decisions, 

reliability, etc., are some of the newly considered aspects in the literature (Asadkhani et al., 2022; Chen et al., 2013; 

Fallahi et al., 2021a; Sadeghi, 2019; Sadeghi et al., 2022; Salameh & Jaber, 2000; Taheri-Tolgari & Mirzazadeh, 2019; 

Taleizadeh, 2014). 

We focus on the relevant papers to our work in the literature review. For this goal, we classify the literature review to 

provide a better understanding of the literature for the readers. First, the papers on product classification in inventory 

systems are reviewed. Then, we investigate the works on the supplier selection problem. Finally, the previous works on 

multi-product inventory management are discussed.   

A. Product classification in production-inventory systems 

Several methods are presented in the literature for classifying products in inventory systems. Cook et al. (1996) used 

data envelopment analysis to classify products in inventory systems. Ramanathan (2006) presented a linear weight 

optimization method for the classification of products. They considered multiple criteria for classification. Zhou & Fan 

(2007) developed the previous work by considering two weight factors for each product. Ng (2007) proposed a linear 

weight model for the ABC classification problem. This approach was improved by Hadi-Vencheh (2010), who developed 

a nonlinear model for ABC classification. Chen (2011) presented a new based on the peer-estimation approach for multi-

criteria ABC classification. Torabi et al. (2012) introduced a new method that considered both quantitative and qualitative 

criteria in classifying products in an inventory system. Mohammaditabar et al. (2012) focused on joint inventory 

classification and replenishment decisions in an inventory planning problem. Park et al. (2014) designed a cross-

evaluation-based weighted linear optimization for a multi-criteria ABC classification problem. They used simulation to 

show that this approach is more effective than some well-known methods in the literature. Kaabi et al. (2015) designed 

an artificial intelligence-based method for ABC classification. In this approach, the weight of the criteria was calculated 

using the VNS metaheuristic, and TOPSIS was used to calculate the score of each product. Cherif & Ladhari (2016) used 

an integration of the artificial bee colony" (ABC) metaheuristic and Vikor multi-criteria decision-making method for 

multi-criteria ABC of products. In this approach, the weight parameters of the Vikor method were modified using the 

ABC metaheuristic. In their other paper, Cherif & Ladhari (2017) suggested another combination of multi-criteria 

decision-making and metaheuristic, including Electre III and differential evolution algorithm. Keshavarz-Ghorbani & 

Pasandideh (2022) used the ABC method to classify products and determined the optimal ordering decisions for group B 

products. 

Also, uncertainty programming methods such as fuzzy programming are used for product classification in inventory 

systems. For example, Hadi-Vencheh & Mohamadghasemi (2011) presented an integration of the fuzzy analytic hierarchy 

process (FAHP) and DE for multi-criteria ABC classification of products. The presented approach used FAHP to 

determine the weight of criteria, which DEA determined the values of the linguistic terms. Chu et al. (2008) presented a 

new method to handle nominal and non-nominal properties. The method was called ABC–Fuzzy Classification (ABC – 

FC), and the authors used the Keelung Port data to evaluate their approach's performance. Rezaei & Salimi (2015) 

developed a new optimization model based on interval programming to address two main problems in inventory 

classification. The first problem was the necessity of expert opinion, and the second was the requirement for precise 

parameters. This stochastic approach could solve both problems in a proper way. 
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B. Supplier selection in production-inventory systems 

Ghodsypour & O'Brien (1998) claimed that there are several problems in using optimization tools for supplier 

selection, as they cannot address the qualitative factors properly. Therefore, they suggested an integration of AHP and 

linear programming for this problem. Basnet & Leung (2005) investigated the supplier selection problem of an inventory 

system with discrete demand. Liao & Rittscher (2007) developed a multiobjective problem for supplier selection problem. 

In addition to the total cost, their model considers other important factors such as quality, delivery time, and flexibility. 

Rezaei & Davoodi (2008) studied a supplier selection problem for an inventory system with imperfect products. The 

operational constraints, such as the supplier capacity and warehouse space, were formulated in this model. Awasthi et al. 

(2009) presented a model to select suppliers for a manufacturer which faces random demand. In this study, the goal was 

to select a set of suppliers with the lowest possible cost. Several operational constraints, such as the threshold on the 

number of orders, were also considered. Burke et al. (2009) developed a new model for the supplier selection problem. 

The uncertainty in the reliability of suppliers and the demand for products were considered. In this paper, the buyer could 

select single-supplier or multi-supplier purchasing strategies.  Li & Zabinsky (2011) presented two-stage stochastic 

programming and chance constraint programming as two stochastic approaches to address the supplier selection problem's 

uncertainty. This work aimed to determine the minimum number of suppliers and the optimal received orders from each 

supplier. Bilsel & Ravindran (2011) investigated a multiobjective supplier selection problem, in which the risk 

management assumptions were also considered. This paper considered uncertainty in several parameters, such as demand, 

suppliers' capacities, and cost parameters. Zhang & Zhang (2011) developed a supplier selection and order allocation 

model for an inventory system under a shortage. The demand was formulated as a random variable, and order threshold 

limitations were also considered. Scott et al. (2015) developed a supplier selection and order allocation problem under 

uncertainty. The authors used a combination of AHP and (Quality Function Development) QFD to evaluate and rank the 

customers. Memon et al. (2015) questioned the applicability of probability and fuzzy theories for stochastic supplier 

selection problems. They suggested integrating grey system theory and uncertainty theory as a more efficient approach. 

Dobos & Vörösmarty (2019) tried to redesign DEA in such as way that it can address both managerial and green criteria 

in supplier selection process. The performance of this new framework was evaluated using an EOQ model. Lamba et al. 

(2019) developed a mixed-integer nonlinear programming model for a sustainable supplier selection and order allocation 

problem. The problem was formulated under carbon tax, cap-and-trade, and direct cap as three well-known governmental 

emission regulations. Ayatollahi & Jafari (2022) developed a new EOQ model for supplier selection of a single-product 

system in the presence of defective products. They converted the model to a mixed-integer linear programming model, 

and solved the model via CPLEX solver. 

C. Multi-product production inventory systems 

Pasandideh et al. (2011) worked on an EOQ model for a two-echelon supply chain with multiple products and 

suggested GA solve the problem. Pasandideh et al. (2013) suggested a multiobjective multi-product EPQ to 

simultaneously minimize total cost and warehouse space. The multiobjective versions of GA and PSO metaheuristics, 

NSGA-II and MOPSO, were implemented to find a set of non-dominated solutions. Pasandideh et al. (2015a) developed 

a multi-product EPQ under uncertainty in the system's resources. The sequential programming approach was utilized to 

calculate the optimal values of the decision variable. Pasandideh et al. (2015b) proposed a multi-product EPQ for 

production systems with imperfect items. One of the new components in the total cost function was the warehouse 

construction cost. Mousavi et al. (2016) suggested a multi-product EOQ for an inventory system under shortage, discount, 

and inflation. Total cost and total warehouse space were the objective functions, and the multiobjective model was solved 

using NRGA, NSGA-II, and MOPSO. Sadeghi et al. (2016) addressed the uncertainty in demand of multi-product 

inventory systems and formulated this uncertainty using fuzzy theory. The near-optimal solutions were obtained using 

GA and PSO. The multi-product extension of EOQ for growing items was introduced by Khalilpourazari & Pasandideh 

(2019). Their solution approach was two hybrid metaheuristic algorithms, called Sine Cosine-Crow Search and Water 

Cycle Moth–Flame Optimization. Mokhtari et al. (2021) presented a multi-product EPQ for an inventory system with 

reworkable imperfect products. The model was decomposed, and solved using Lagrangian relaxation. Mokhtari et al. 

(2022) also presented a multi-product EPQ in which the substitution of products was possible. They codded the model in 



190                       Mokhtari, H, et al .  / Joint decisions on inventory classification, supplier selection and production Policy for..... 

GAMS programming environment and used BARON solver to determine the EPQ. Fallahi et al. (2022a) recently 

developed a multi-product EOQ model for reusable inventory systems. The author designed machine-learning-based 

metaheuristics as the solution approach. Table I gives a general view of the features of the past papers in the literature 

and the contributions of the current study. 

Table I. The contribution of this work against the previous papers in the literature 

Article 

Model 
type 

Objective 
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number 

Inventory decisions 
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Ghodsypour & 

O'Brien (1998) 
    (1)        (1,6) 

Basnet & Leung 

(2005) 
    (1)        (1) 

Ramanathan (2006)     (7)        (1) 

Ng (2007)     (7)        (1) 

Liao & Rittscher 

(2007) 
    

(1,8,12,

13) 
       (2) 

Zhou & Fan (2007)     (7)        (1) 

Rezaei & Davoodi 

(2008) 
    (2)        (2) 

Chu et al. (2008)     (7)        (1) 

Awasthi et al. (2009)     (1)        (1) 

Burke et al. (2009)     (2)        (1) 

Hadi-Vencheh 

(2010) 
    (11)        (1) 

Zhang & Zhang 

(2011) 
    (2)        (1) 

Chen (2011)     (7)        (2) 

Pasandideh et al. 

(2011) 
    (1)        (2) 

Hadi-Vencheh & 

Mohamadghasemi 

(2011) 

    (7)        (4) 

Li & Zabinsky 

(2011) 
    (1,10)        (1) 

Bilsel & Ravindran 

(2011) 
    (1,8,9)        (1) 

Mohammaditabar et 

al. (2012) 
    (1)        (2) 

Pasandideh et al. 

(2013) 
    (1,4)        (2) 

Park et al. (2014)     (7)        (3) 
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Pasandideh et al. 

(2015a) 
    (1)        (1) 

Kaabi et al. (2015)     (1)        (1,5) 

Memon et al. (2015)     (6)        (1) 

Pasandideh et al. 

(2015b) 
    (1)        (1) 

Rezaei & Salimi 

(2015) 
    (1)        (1) 

Scott et al. (2015)     (5)        (1) 

Mousavi et al. 

(2016) 
    (1,4)        (2) 

Cherif & Ladhari 

(2016) 
    (1)        (2) 

Sadeghi et al. (2016)     (1)        (2) 

Cherif & Ladhari 

(2017) 
    (1)        (2) 

Dobos & 

Vörösmarty (2019) 
    (1)        (3) 

Khalilpourazari & 

Pasandideh (2019) 
    (2)        (2) 

Lamba et al. (2019)     (1)        (1) 

Mokhtari et al. 

(2021) 
    (1)        (1) 

Mokhtari et al. 

(2022) 
    (1)        (1) 

Keshavarz-Ghorbani 

& Pasandideh (2022) 
    (1,3)        (1) 

Fallahi et al. (2022a)     (1)        (2) 

Ayatollahi & Jafari 

(2022) 
    (1)        (1) 

This paper     (1)        (2) 

* Objective function type: (1) cost, (2) profit, (3) service level, (4) storage space, (5) total stakeholder satisfaction score, (6) 

risk, (7) dissimilarity, (8) quality, (9) waiting time, (10) number of suppliers, (11) performance, (12) flexibility rate, (13) late 

delivery rate 

** Solution approach: (1) exact, (2) (meta)heuristic, (3) DEA, (4) fuzzy DEA, (5) TOPSIS, (6) AHP 

According to the summarized results in Table I, there is no paper on supplier selection and product classification in a 

multi-product EPQ under demand uncertainty. The work by Mohammaditabar et al. (2012) is one of the closest works to 

our paper. They addressed joint replenishment and product classification decisions of an inventory system. However, they 

studied the problem under EOQ assumptions. In addition, they completely ignored the supplier selection decisions and 

uncertainty in the system's demand. Our work aims to fill the gap by presenting a new constrained nonlinear programming 

model for a multi-product EPQ problem under demand uncertainty. The goal of the model is to determine the optimal 

product classification, supplier selection, and replenishment decisions of the system. Also, a simulation-optimization 

approach is presented as the solution methodology. 
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III. PROBLEM STATEMENT AND MODELING 

In this section, we define the new inventory system and develop the mathematical model of the problem. For this goal, 

first, the assumptions are presented. Then, the problem definition is explained, considering the assumptions. Finally, the 

mathematical model is formulated. 

A. Assumptions 

The main assumptions of the presented problem can be described as follows: 

1. The inventory system is based on the EPQ model. 

2. There are multiple products in the system. 

3. The products should be classified based on their similarity. 

4. Demand is assumed to be stochastic. 

5. There are multiple suppliers for each group of products. 

6. The capacity of each supplier is limited. 

7. Backorder or lost sale shortages are not allowed. 

8. Discount is not allowed. 

B. Problem definition  

Consider a multi-supplier multi-product inventory system that works under the assumptions of the EPQ model. 

Regarding the economic benefits, the classification of products is necessary for the system. Classification techniques try 

to classify similar items into the same groups. Our problem defines a dissimilarity index to evaluate the similarity between 

each pair of products. A set of quantitative criteria can be used to classify products and calculate their similarities. It is 

assumed that the importance of criteria is not equal, and each has a weight parameter that determines its importance. The 

decision maker assigns a value to each product in terms of each criterion. The system tries to classify the products in a 

way that dissimilarity is minimized. In addition to the classification policy, the optimal replenishment quantity of each 

product should be determined. The products can be received from a set of available suppliers at a finite rate. In the real-

world environment, the suppliers are different in several features such as geographical location, quality, purchasing cost, 

ordering cost, etc. It is more reasonable to order the products in one group from a particular supplier since such a policy 

reduces the cost and facilitates the purchase process. Therefore, the products of a group have a joint cycle and are received 

from a particular supplier in this system. Note that there is a limitation on the supply capacity of each supplier. As 

mentioned before, the demand for products is assumed to be stochastic. The probability density function of demand is 

assumed to be general. In other words, the demand can have any continuous probability distribution. The purpose of the 

proposed problem is to optimize the system by determination of three main decisions (1) the assignment of products to 

groups, (2) supplier selection for each group of products, and (3) the optimal replenishment quantity of products in each 

group, so that the total cost of inventory system, as the objective function, is minimized.  

C. Mathematical modeling 

The following sets, parameters, and decision variables are used as the notations to develop the mathematical model of 

the problem: 
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Sets 

i, j Index of products; i, j ∈ {1,2, . . . , N} 

g Index of groups; g ∈ {1,2, . . . , G} 

s Index of suppliers; s ∈ {1,2, . . . , S} 

k Index of criteria; k ∈ {1,2, . . . , K} 

Parameters 

𝐷𝑖  The demand rate of product 𝑖 

ℎ𝑖 The unit holding cost of product 𝑖 per unit of time 

𝑃𝑖𝑠 The sell capacity of supplier 𝑠 for product 𝑖  

𝐴𝑖𝑠 The ordering cost of product 𝑖 from supplier 𝑠 

𝐶𝑖𝑠 The purchasing cost of product 𝑖 from supplier 𝑠 

𝑤𝑘 The weight of criterion 𝑘 

𝑞𝑖𝑘 The evaluation score of product 𝑖 in terms of criterion 𝑘 

𝑇𝑔 The inventory cycle of products in group 𝑔 

𝑑𝑖𝑗  The dissimilarity index of product 𝑖 and product 𝑗 

Variables 

𝑍 The total cost of the inventory system 

𝑃𝐶 The total purchasing cost of products 

𝑂𝐶 The total ordering cost of products 

𝐻𝐶 The total holding cost of products 

𝑄𝑖  The economic production quantity of product 𝑖  

𝑇𝑔 The inventory cycle of products in group 𝑔 

𝑥𝑖𝑔 A binary variable; if product 𝑖 is assigned to group 𝑔 1; otherwise, 0. 

𝑦𝑔𝑠 A binary variable; if group 𝑔 is assigned to supplier 𝑠 1; otherwise, 0. 

As described in the problem definition, the products should be grouped based on a dissimilarity index. We define 𝑑𝑖𝑗   

dissimilarity index between product 𝑖 and product 𝑗, which is calculated as follows: 

𝑑𝑖𝑗 = [∑ 𝑤𝑘(𝑞𝑖𝑘 − 𝑞𝑗𝑘)
2𝐾

𝑘=1 ]

1

2
          (1) 
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𝑇𝑔 = [
2 ∑ ∑ 𝐴𝑖𝑆𝑥𝑖𝑔𝑦𝑔𝑠

𝑁
𝑖=1

𝑆
𝑠=1

∑ ∑ ℎ𝑖𝐷𝑖𝑥𝑖𝑔𝑦𝑔𝑠(1−𝐷𝑖/𝑃𝑖𝑆)𝑁
𝑖=1

𝑆
𝑠=1

]

1

2

         (2) 

After the calculation of 𝑇𝑔 as the optimal cycle of products in group 𝑔, the economic replenishment quantity of product 

𝑖 in group 𝑔 can be calculated as follows: 

𝑄𝑖 = ∑ 𝑇𝑔𝐷𝑖𝑥𝑖𝑔
𝐺
𝑔=1            (3) 

In continuing, we calculate the inventory system's cost components, including purchasing, ordering, and holding costs. 

First, the total purchasing cost of grouped products from the suppliers can be calculated as follows: 

𝑃𝐶 = ∑ ∑ ∑ 𝐶𝑖𝑠𝐷𝑖𝑥𝑖𝑔𝑦𝑔𝑠
𝑁
𝑖=1

𝑆
𝑠=1

𝐺
𝑔=1          (4) 

The placement of each order from each supplier imposes an ordering cost on the inventory system. The total ordering 

cost of the inventory system over the planning horizon can be calculated as follows: 

𝑂𝐶 = ∑ ∑ ∑
𝐴𝑖𝑠𝑥𝑖𝑔𝑦𝑔𝑠

𝑇𝑔

𝑁
𝑖=1

𝑆
𝑠=1

𝐺
𝑔=1           (5) 

The holding of received products in the warehouse imposes holding cost to the system, which is calculated as follows: 

𝐻𝐶 =
1

2
∑ ∑ ∑ [𝑇𝑔ℎ𝑖𝐷𝑖𝑥𝑖𝑔𝑦𝑔𝑠 (1 −

𝐷𝑖

𝑃𝑖𝑠
)]𝑁

𝑖=1
𝐺
𝑔=1

𝑆
𝑠=1         (6) 

Finally, the total cost as the objective function of the inventory system can be written as follows: 

𝑀𝑖𝑛 𝑍 = 𝐻𝐶 + 𝑂𝐶 + 𝑃𝐶          (7) 

The objective function is subjected to the following constraints: 

∑ 𝑥𝑖𝑔
𝐺
𝑔=1 = 1            ∀ 𝑖 ∈ {1, 2, … , 𝑁}     (8) 

∑ 𝑦𝑔𝑠
𝑆
𝑠=1 = 1      ∀ 𝑔 ∈ {1, 2, … , 𝐺}    (9) 

∑ ∑ 𝑑𝑖𝑗𝑥𝑖𝑔𝑥𝑗𝑔
𝑁
𝑗=1

𝑁
𝑖=1 ≤ 𝐿    ∀ 𝑔 ∈ {1, 2, … , 𝐺}, 𝑖 < 𝑗 ∈ {1, 2, … , 𝑁}               (10) 

𝑇𝑔 = [
2 ∑ ∑ 𝐴𝑖𝑆𝑥𝑖𝑔𝑦𝑔𝑠

𝑁
𝑖=1

𝑆
𝑠=1

∑ ∑ ℎ𝑖𝐷𝑖𝑥𝑖𝑔𝑦𝑔𝑠(1−𝐷𝑖/𝑃𝑖𝑆)𝑁
𝑖=1

𝑆
𝑠=1

]

1

2

   ∀ 𝑔 ∈ {1, 2, … , 𝐺}                (11) 

𝑥𝑖𝑔 , 𝑦𝑔𝑠 ∈ {0,1}     ∀ 𝑖 ∈ {1, 2, … , 𝑁}, 𝑔 ∈ {1, 2, … , 𝐺}, 𝑠 ∈ {1, 2, … , 𝑆}    (12) 

Constraints (1) guarantee the grouping of all products in the inventory system. Constraints (2) ensure the assignment 

of a supplier to each group of items. The replenishment cycle for each group is calculated via constraints (3). Finally, 

constraints (4) determine the types of decision variables 

IV. SOLUTION APPROACH 

This section explains our proposed solution methodology to solve the problem. This solution methodology is a 

simulation-optimization approach, incorporating two metaheuristic algorithms and a simulation module. The 

presented model is a constrained nonlinear programming inventory management model. In this situation, the 

exact methods or commercial solvers do not necessarily reach optimal solutions in a reasonable time (Pasandideh 

et al., 2011). Consequently, we utilize metaheuristic algorithms to search the solution space and find high-quality 
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solutions. The metaheuristic algorithms are applied to a wide range of complex real-world optimization problems 

such as medical decision-making, healthcare operations management, production scheduling, etc. (Fallahi et al., 

2021b; Fallahi et al., 2022d; Rezvan et al., 2021; Sadeghi et al., 2023a; Varmazyar et al., 2020; Varmazyar & Salmasi, 

2012). These algorithms are also widely used for inventory optimization problems (Mousavi et al., 2016; 

Pasandideh et al., 2013; Sadeghi et al., 2016). The metaheuristic algorithms are divided into two general categories 

of population-based and single solution-based algorithms. GA, (particle swarm optimization) PSO, (differential 

evolution) DE, and (ant colony optimization) ACO are examples of population-based algorithms, while algorithms 

such as SA, variable neighborhood search (VNS), and Tabu search (TS) are single solution-based algorithms. We 

use GA and SA as two population-based and single solution-based algorithms to solve the presented model in this 

work. 

A. Genetic algorithm 

GA was developed as one of the earliest metaheuristic algorithms by Holland (1992). This algorithm utilizes a 

set of operators to evolve randomly generated initial solutions in the space. The type of operators may highly 

impact the GA results. More specifically, different operators may have different impacts on various problems. 

Based on the computational results, we use the most suitable operator for each step and try to use the best 

combination of operators.  

The algorithm randomly generates a set of chromosomes as the initial population in the first iteration. GA needs 

to evaluate the chromosomes using a fitness function. We define the inverse of the objective function as the fitness 

function of the GA algorithm, which is calculated as follows: 

�̂�(𝑥𝑖𝑔 , 𝑦𝑔𝑠) =
1

𝑍(𝑥𝑖𝑔,𝑦𝑔𝑠)
                                       (10) 

where �̂�(𝑥𝑖𝑔 , 𝑦𝑔𝑠) is the inverse of the objective function. The higher value of this fitness function is more desirable. 

In the next iterations, similar steps are executed until a termination condition is reached. First, the algorithm needs to 

select a set of parents to generate the chromosomes for the next iteration. In this process, the parents with higher fitness 

values have more chances of being selected. Roulette wheel selection and rank selection are two of the methods that are 

used for the selection of chromosomes. The crossover operator uses the selected parents to generate the new 

chromosomes. The number of crossovers is determined using a crossover probability parameter 𝑝𝑐, which is one of the 

input parameters of the GA algorithm. Single-point, double-point, and uniform methods are three well-known crossover 

operators of the GA algorithm that are widely used in literature. After the crossover operator, GA tries to ensure the 

diversity of solutions using a mutation operator. The number of mutations for the generated chromosomes is determined 

using a mutation probability 𝑝𝑚 . We also consider three types of single-point, double-point, and uniform mutation 

operators for mutation. After these operators, the previous chromosomes should be replaced with the newly generated 

chromosomes. Complete replacement and steady-state replacement are the operators used for the replacement process in 

GA variants. The explained operators and components are summarized in Table II. 

Table II. The components of the presented GA metaheuristic 

Algorithm component Details 

Input parameters 

Number of iterations 

Number of chromosomes 

Crossover probability 

Mutation probability 

Selection operator 
Roulette wheel selection 

Rank selection 

Crossover operator 

Single-point 

Double-point 

Uniform 
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Mutation operator 

Single-point 

Double-point 

Uniform 

Replacement operator 
Full replacement 

Steady-state replacement 

One of the important requirements in the design of metaheuristic algorithms is the solution encoding scheme. The 

solution encoding affects the performance of the algorithm in terms of quality and CPU time. For solution encoding, we 

consider 𝑥𝑖𝑔 and 𝑦𝑔𝑠 as the two variables inside each chromosome, both variables are binary and are represented using 

binary matrices. 

B. Simulated annealing algorithm 

Kirkpatrick et al. (1983) developed the simulated annealing algorithm for the first time. The algorithm is one of the 

famous single solution-based metaheuristics that tries to imitate the annealing process of physical materials to search for 

solutions of an optimization problem. A metal is cooled down from a high temperature to room temperature and the least 

energetic point during the annealing process. In SA, first, a solution is randomly generated for the problem. Then, the 

algorithm finds a solution in the neighborhood of the previous solution using a search mechanism. This procedure is 

continued until a termination criterion is met. We use the following six methods to search and find new solutions in the 

neighborhood.  

• Method 1: In this method, one column breakpoint for both 𝑥𝑖𝑔 and 𝑦𝑔𝑠 matrices is determined. Then, the 

position of the breakpoints' left and adjacent right columns are changed.  

• Method 2: In this method, two-column breakpoints for both 𝑥𝑖𝑔 and 𝑦𝑔𝑠 matrices are determined. Then, the 

position of the left adjacent column of the first breakpoint and the adjacent right column of the second 

breakpoint are changed. 

• Method 3: In this method, two random matrices with the size of variable matrices are generated with. The 

values are in (0,1) interval. Then, the value of the random matrices and the main matrices are compared. If 

an element is less than 0.5 in random matrices, the corresponding element in the main matrix should be 

changed. If the value is 0, it will be set to one, and vice versa. 

• Method 4: In this method, one row of both 𝑥𝑖𝑔 and 𝑦𝑔𝑠 are randomly selected. Then, all values of the selected 

rows are set to zero. Afterward, the algorithm randomly selects an element in the rows, and sets the value of 

the element to one. 

• Method 5: In this method, two rows of both 𝑥𝑖𝑔 and 𝑦𝑔𝑠 matrices are randomly selected. Then, all values of 

the selected rows are set to zero. Afterward, the algorithm randomly selects an element in the rows and sets 

the element value to zero. In other words, this method is a generalization of method 4. 

• Method 6: In this method, a random value from (0,1) interval is assigned to each row of both 𝑥𝑖𝑔 and 𝑦𝑔𝑠 

matrices. Then, the algorithm applies method 4 to the rows with a random value less than 0.05 

The newly found solution is accepted if it has a better quality than the previous solution. The algorithm also accepts 

the solutions with lower quality using the following rate: 

𝑃 = 𝑒
−∆𝐸

𝑇                         (10) 

where ∆𝐸  is the difference of objective function between the previous and current solution, and 𝑇 is the current 

temperature. The temperature is decreased using a cooling rate in each iteration of SA. A predetermined number of search 
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iterations are performed for each temperature value, and the temperature is gradually reduced. Different methods are used 

to reduce the temperature. We use linear, geometric, and logarithmic methods, and select the best one based on the 

computational results. This process is continued unit a termination criterion is met. We set the number of consecutive 

temperature reductions without improvement as the stopping criterion. The explained operators and components are 

summarized in Table III. Note that the solution representation is similar to the presented solution representation for GA. 

Table III. The components of the presented SA metaheuristic 

Algorithm component Details 

Input parameters 

Initial Temperature 

Number of iterations per temperature 

Maximum number of temperature reductions without improvement 

Annealing rule 

Linear method 

Geometric method 

Logarithmic method 

 

C. Simulation module 

As mentioned before, the demand for an inventory system may not be deterministic, and several factors impact the 

demand during the planning horizon. We consider the demand uncertainty and use a simulation-optimization approach to 

deal with this uncertainty. In the previous section, we introduced GA and SA as two metaheuristic algorithms that play 

the optimization module role in our solution approach. The simulation module receives the generated solutions by each 

algorithm, returning an objective function estimation to them. To be more specific, the simulation module calculates the 

objective function estimation through the simulation of demand in a limited number of scenarios. The presented 

simulation-optimization approach can successfully handle any form of probability density function for demand. Fig. (1) 

shows a general outline of the proposed simulation-optimization framework. 

 

 

 

 

 

 

 

 

 

 

Fig 1. Outline of the proposed simulation-optimization algorithm 

V. NUMERICAL EXAMPLES 

In this section, we will investigate the performance of the presented algorithms in solving the developed constrained 

nonlinear mathematical model. We consider three example categories for this goal: small, medium, and large-sized. Four 

problems are randomly generated for each category. The dissimilarity between the products is calculated using three 

Variables 

Optimization module 

Simulation module 

Fitness assessment 

Stochastic parameter 
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measures: annual dollar usage, lead time, and average purchasing cost. We presented different strategies for operators of 

metaheuristic algorithms to have the opportunity to select the best possible combination. There are 36 possible 

combinations of selection, crossover, mutation, and replacement operators for GA. In addition, SA can be implemented 

using 18 combinations of neighborhood search and temperature reduction strategies. The results showed that roulette 

wheel selection, two-point crossover, uniform mutation, and steady-state selection are the best operators of GA for our 

problem. Also, we found that method 6 and the logarithmic temperature reduction mechanism are the most suitable 

strategies for SA. 

Before implementing metaheuristics, the value of the input parameters of algorithms should be determined. Several 

methods are used in the literature to determine the input parameters of metaheuristics. Trial-and-error, parameter adaption, 

and statistical methods are some of the widely used approaches. The statistical approaches are widely used for several 

goals in supply chain management problems (Sahebi-Fakhrabad et al., 2023). This paper utilizes Taguchi's design of 

experiments, as one of the most powerful statistical methods, for the parameter calibration of the proposed GA and SA. 

Taguchi divides the affecting factors into signal factors and noise factors. Then, orthogonal arrays are used to calculate 

the level of input parameters as signal factors to optimize the signal-to-noise ratio. More details of the method are available 

in the literature (Fallahi et al., 2022b; Fallahi et al., 2022c). We consider three levels for GA and SA input parameters to 

implement Taguchi. These three levels are presented in Table IV. 

Table IV. The considered levels for parameter tuning of GA and SA 

 

 GA parameters  SA parameters 

 
Maximum 
iteration 

Population 
number 

Crossover 
probability 

Mutation 
probability 

 
Initial 

temperature 

Number of 
iterations per 
temperature 

Stopping 
criterion 

Level 

1 100 20 0.5 0.2  1000 10 100 

2 200 50 0.7 0.3  500 15 200 

3 300 80 0.8 0.5  300 20 300 

𝐿9 orthogonal arrays of Taguchi are used for each algorithm. This means that each algorithm should be run with nine 

different combinations of parameters, and the signal-to-noise ratio of each combination be calculated. The optimal 

parameter levels are graphically presented in Figs. (2) and (3). 

 

Fig 2. The optimal parameter levels of GA 
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Fig 3. The optimal parameter levels of SA 

In the next step, the algorithms are run by setting the input parameters to the optimal calculated levels of Taguchi. 

Each algorithm is run in 10 replications for each example. The algorithms are compared based on the average objective 

function and average CPU time in 10 replications. Table V summarizes the results of the algorithms.  Furthermore, the 

variation percentage of SA compared to GA is also reported to provide a better comparison of algorithms. 

Table V. performance comparison of metaheuristic algorithms 

Example 
#Number 

 
Average 

objective function 
SA variation 
percentage 

 

Average 
CPU time (S) SA variation 

percentage  GA SA GA SA 

#S1  495.31 493.10 -0.44%  11.22 5.31 -110.00% 

#S2  578.92 578.92 0.00%  11.36 5.69 -110.00% 

#S3  39389.00 39389.00 0.00%  11.72 5.29 -110.00% 

#S4  45445.00 45445.00 0.00%  8.96 5.29 -37.50% 

#M1  4448.60 9914.70 122.00%  22.13 10.28 -54.50% 

#M2  12522.00 11859.00 -5.29%  26.99 10.44 -61.50% 

#M3  11745.00 9803.40 -16.50%  24.80 10.31 -58.30% 

#M4  6582.30 10758.00 63.40%  22.06 10.40 -54.50% 

#L1  182630.00 189870.00 4.00%  155.53 61.97 -60.60% 

#L2  642360.00 667990.00 4.00%  176.70 61.86 -65.30% 

#L3  934910.00 984010.00 5.25%  184.28 62.42 -66.30% 

#L4  114040.00 138470.00 21.4%  143.92 62.03 -56.60% 

As can be seen, in small-size examples, there is no significant difference between the algorithms in terms of the 

average objective function. The average objective function of algorithms is very competitive in medium-size examples. 

In this category, SA obtains better solutions for some examples, and GA calculates better solutions for others. However, 

the better performance of GA is evident in all large-size examples. As obvious, the average CPU time of SA is less than 

GA in all 12 examples. 

As the last step, a sensitivity analysis is performed to see how the input parameters impact the metaheuristic 

algorithms' results. The first small example is selected to carry out the sensitivity analysis. The investigated parameters 

are the holding costs, the supplier's capacity to supply products, the unit purchasing costs, and the fixed ordering costs. 

We change the value of the parameters in a range from -50% to +50%, and calculate the objective function at each level. 

The sensitivity analysis results are summarized in Table VI. Also, the results are graphically shown in Figs. (4) to (7). 
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Table VI. Sensitivity of the output of metaheuristics to the input parameters of the problem 

Variation  
percentage 

 𝒉𝒊  𝑪𝒊𝒔  𝑷𝒊𝒔  𝑨𝒊𝒔 

 GA SA  GA SA  GA SA  GA SA 

-50%  384.40 385.90  423.80 435.10  461.90 461.90  383.30 384.40 

-20%  453.90 455.80  466.70 470.90  486.70 488.60  453.90 453.90 

0  493.10 493.10  493.10 493.10  493.10 493.10  493.10 493.10 

+20%  528.50 528.50  517.50 517.40  497.20 497.20  528.50 528.50 

+50%  574.50 574.50  554.10 556.30  501.30 501.30  574.50 574.50 

  

Fig 4. Sensitivity of total cost to change in 𝒉𝒊 

  

Fig 5. Sensitivity of total cost to change in 𝑪𝒊𝒔 
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Fig 6. Sensitivity of total cost to change in 𝑷𝒊𝒔 

  

Fig 7. Sensitivity of total cost to change in 𝑨𝒊𝒔 

As can be seen, there is a positive relationship between the increase in parameters and objective functions. In other 

words, the increasing of parameters causes the increase of objective function for both algorithms. Regarding the results, 

we can conclude that variation in the holding cost has the highest impact on the system's performance. Conversely, 

suppliers' capacity impacts the objective functions of algorithms less than the other parameters. Also, the effect of ordering 

costs is more significant than the purchasing costs on the total cost. To ensure the system's stability, the management 

should pay enough attention to controlling the holding cost of products. Finally, both algorithms have similar sensitivity 

to the parameters and show similar behavior to any change to the input parameters of the problem. 

VI. CONCLUSION 

In this paper, we developed a new multi-product EPQ model to determine optimal decisions on the classification of 

items, selection of suppliers, and replenishment quantity simultaneously. Also, demand was considered as a stochastic 

parameter to provide a more realistic problem. A simulation-optimization method was proposed as the solution approach. 

In this approach, regarding the nonlinearity of the developed mode, GA and SA metaheuristics were utilized to find near-
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optimal solutions. We considered different combinations of operators for these algorithms and selected the best possible 

combination based on the computational results. Moreover, the simulation tool was utilized to deal with the uncertainty 

of demand. The input parameters of metaheuristics were calibrated by Taguchi's design of experiments as a systematic 

statistical method. The numeral examples were solved in three categories of small, medium, and large-sized examples. 

The results demonstrated that GA is more powerful in searching solution space, and this algorithm finds solutions with 

lower objective functions than SA. Nevertheless, SA is more desirable regarding CPU time, and the algorithm requires 

lower computational resources. Finally, we aimed to provide more insights by analyzing the sensitivity of objective 

function to change in some parameters of the problem. The holding costs, ordering costs, purchasing costs, and suppliers' 

capacities were the parameters that were selected for the analysis. The results showed that the presented inventory system 

is highly sensitive to the holding cost of products. There are several suggestions for the extension of this work by future 

research. The uncertainty in other parameters of the model, such as the ordering cost or holding cost, can be considered. 

Researchers can use other methods, such as robust optimization, chance-constraint programming, etc., to address the 

uncertainty (Amani Bani et al., 2022; Pasandideh et al., 2015a). The model can be reformulated under carbon emission 

regulations to provide a more sustainable inventory system (Taleizadeh et al., 2018). Finally, some other solution 

approaches, such as Lagrangian relaxation or branch and price, can also be utilized to solve the problem and compare the 

results with GA and SA metaheuristics (Amani Bani et al., 2022; Keshavarz et al., 2015). 
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